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Abstract—Deep learning frameworks are gaining prominence
in the electromagnetics community for designing microwave and
mm-wave devices. This paper presents a computationally efficient
transfer learning technique for designing and scaling multi-band
microstrip antennas to a desired dielectric and frequency of inter-
est. The proposed methodology involves a two-step process. First,
a pre-trained model trained extensively on air-filled microstrip
antennas is used for knowledge transfer. This pre-trained model
is fine-tuned with a limited set of dielectric simulations, reducing
data acquisition costs. In the second step, the developed forward
model serves as a surrogate to design dielectric-filled anten-
nas using the Improved Binary Particle Swarm Optimization
algorithm. In contrast to conventional methods, this approach
enables the design of compact antennas across various dielectrics
and frequency ranges, with a significantly reduced number of
time-consuming dielectric simulations (88% fewer simulations)
and a lower neural network training time (75% lesser time).
We analyze the optimal ways of generating dielectric antenna
datasets via scaling, and perform sensitivity analysis with respect
to the antenna’s physical parameters. We report simulation
and experimental results for single and double band antennas
fabricated using the proposed approach.

Index Terms—Antennas, Microstrip antennas, Microwave an-
tennas, Multi-frequency antennas Design automation, Optimiza-
tion methods, Artificial intelligence, electromagnetic theory

I. INTRODUCTION

Modern radio frequency (RF) systems are getting increas-
ingly compact and sophisticated, driven by innovations in
computational modeling. This innovation is made possible by
investing an upfront cost in terms of electromagnetic simu-
lations that goes towards building surrogate models. These
models can reasonably approximate the performance of a
suitably parameterized device in a fraction of the time that
a conventional electromagnetic simulation would take. The
surrogate models can then be employed by a host of other
techniques for the purpose of device design. These tech-
niques include conventional gradient-based optimization algo-
rithms, evolutionary algorithms, and machine-learning based
approaches.

Here, we focus on machine-learning based surrogate models
and their use in antenna design. There are broadly two
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Fig. 1. An overview of the transfer-learning based framework to efficiently
scale air-filled antennas across diverse dielectric and frequency ranges, lever-
aging a pre-trained network originally trained on air-filled samples. The
proposed approach is computationally efficient and reduces the training data
significantly.

approaches used in the literature to characterize a target
antenna: the design could be parameterized either by means
of a template, or a general pixelated geometry. The surrogate
is required to learn its response, which can be in terms of
the antenna return loss (S71) as a function of frequency, the
radiation pattern at one or more frequencies, etc. Template
based approaches [1]-[5] feature a smaller input dimension to
the training neural network, and hence are very economical to
train in terms of the size of the training dataset and correspond-
ing training time. However, the devices generated by them
are limited by the base template, i.e. it will typically not be
possible to capture all possible designs with a given template.
Further, designing an appropriate template also requires a
degree of specialized knowledge. On the other hand, pixelated
designs [6]-[9] offer the promise of being able to express
a much larger variety of antenna designs without the need
of extensive domain knowledge. However, a higher up-front
training and data acquisition cost is the price to be paid.
This is because a larger input dimension leads to a larger
number of neural-network parameters and therefore a larger
training dataset size, and a correspondingly higher network
training time. Such pixelated structures have also been recently
explored in the design of nanophotonic devices [10]-[12].

In our recent work [7], we proposed a framework for
antenna design that used two neural networks in a tandem
configuration; the first network acted as a surrogate elec-
tromagnetic simulator, while the second network played the
design role. The training dataset consisted of a large number of
air-filled patch-like structures with pixelated parameterization.
The choice of air-filled substrates led to a significant reduction
in the training dataset collection due to the use of surface
integral solvers as opposed to volume integral solvers. How-
ever, this choice left open a significant issue of the practicality
of device fabrication. In this work, we propose a general
framework to close this gap by using ideas from transfer
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learning [13].

A. Related work

The use of transfer learning to extend the capabilities of
electromagnetic surrogates is relatively new. In a related study
[14], a transfer learning approach was employed for the inverse
design of functional metasurfaces, treating the phase-to-pattern
inverse design as a classification problem; here the transfer
learning model was based on the Inception V3 framework
[15], [16]. Recent work [17] briefly touched upon transfer
learning approach to scale microwave structures, specifically
output matching networks for power amplifiers for different
dielectric stacks; however, the study did not quantify this
approach in terms of dataset generation and acquisition costs,
the scaling factors involved, sensitivity analysis or the achieved
data reduction through transfer learning. Qu et al. [18] demon-
strated the possibility of predicting optical properties in a given
physical scenario with the help of the knowledge obtained
from a different, but related, physical problem. A recent study
by Fan et al. [19] demonstrated the effectiveness of knowledge
transfer learning in the inverse design of metasurfaces. The au-
thors successfully migrated the inverse design process from a 5
x 5 metasurface to a 20 x 20 metasurface. More recently, Kiani
et al. [16] have shown how reconfigurable electromagnetic
metasurfaces can be designed and tuned to achieve multiple
functionalities. In [20], the authors presented an inverse design
of slow wave structures, extending from the Ka band to a
center frequency of 850 GHz. In [21], a novel inverse design
model using a Generative Adversarial Network (GAN) was
developed for a varactor-based tunable lowpass filter (TLPF),
leveraging transfer learning. The research in [22] introduces
an efficient transfer learning method that allows for the reuse
of design knowledge across different metasurface applications,
reducing the data needed and broadening the possibilities for
metasurface design. Lastly, the work in [23] focuses on the
development of a transfer learning-based deep neural network
(TL-DNN) model for the inverse, fully-automated design of
on-chip interconnects.

B. Our contributions

We propose a transfer learning framework trained on Task
A (surrogates for EM simulations of air-filled antennas) to
learn how to do Task B (surrogates for EM simulations of
dielectric-filled antennas) or learn how to do Task C (surro-
gates for EM simulations of air or dielectric filled structures
in different frequency ranges than Task A). Our proposed
framework capitalizes on a pre-trained network (trained on air-
filled substrates) developed in our previous work [7] and by
additionally investing in a much smaller dataset of dielectric-
filled samples, we formulate a technique to design antennas in
different frequency bands and dielectric substrates as per user
specifications (see summary in Fig. 1). Compared to training
a surrogate neural network from scratch, this approach offers
significant computational gains and flexibility. To the best of
our knowledge, no prior work has leveraged a generalized
deep-learning-based architecture for designing antennas across
any desired dielectric and frequency span.
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In this study, we examine each aspect extensively through
numerical studies using microstrip patch antennas as a proof
of concept to validate our synthesis method. Additionally, we
scale our structures (here, antennas) across both dielectric
stacks and frequency spans. We note that a detailed mathe-
matical exposition on knowledge transfer has been covered
elsewhere, for e.g. [24], [25], and hence is not covered
here. Instead, we utilize it as a technique for developing
computationally effective surrogate models for inverse antenna
design.

The paper is organized as follows. In Section II, we de-
fine the problem by describing the transfer-learning surrogate
model developed by us and the approach for the inverse design
of antenna structures. In Section III, we elaborate on the details
of the datasets required for network training and present an
analysis with of optimal network performance with regards to
dataset sizes. In Section IV, we report the various types of
single and double band antennas designed by our approach,
and analyze the sensitivity of the inverse-designed structures.
In Section V, we report experimental results of our fabricated
devices, and finally conclude in Section VL.

II. METHODS

In this Section, we provide an overall sketch of the proposed
methodology for antenna design. Formally, the problem state-
ment we solve in this work is as follows: Efficiently design
a multi-band antenna on a given dielectric substrate and at
given frequency bands. We are given access to a trained neural
network which simulates the response of a pixelated air-filled
substrate microstrip antenna over a pre-specified frequency
range.

A. Solution strategy

As an illustration of the challenge involved, we compare
the antenna return loss for an air-filled antenna, and the corre-
sponding response when a dielectric substrate is added to the
same structure. We consider such a situation in Fig. 2, which
shows that the response of the air and dielectric substrate bear
no relation to each other. Therefore, at face value, one might
not consider the air-filled simulations to be of much relevance
to the problem at hand.

However, one must note that the antenna responses shown
in Fig. 2 are the responses of a full wave electromagnetic
solver. In practice, using such a solver for the purpose of
antenna design is very impractical due to the large simulation
times involved. For example, if we were to use an evolutionary
algorithm for antenna design, it would repeatedly invoke the
electromagnetic solver to evaluate the fitness of a given design
before finally converging on a design. Due to their extremely
fast evaluation time, neural-network based surrogates of elec-
tromagnetic solvers are beginning to play a game changing
role in design problems.

Thus, it is essential to build a neural network to simulate
the response of dielectric-filled substrate. The crucial question
is about which route is the most efficient in terms of com-
putational resources. The naive approach of training such a
network from scratch is quite expensive given the fact that the
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Fig. 2. (a) A sample air-filled antenna, and (b) a dielectric-filled antenna, with
the corresponding return loss (S11) plotted in (c) using MATLAB’s Antenna
toolbox.
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Fig. 3. Transfer learning assisted forward surrogate model

dataset generation time will be very high. This is because a
dielectric-filled antenna simulation takes approximately twelve
times more compute time than a corresponding air-filled an-
tenna simulation when using the method of moments electro-
magnetic solver. An air-filled antenna simulation is particularly
fast because the air-region of the problem does not require
meshing, only the surface does.

Instead of the naive approach, we adopt the transfer learning
strategy since we already have access to a pre-trained network
that simulates the response of an air-filled antenna structure
[7] based on a large dataset of size 500k. We take the same
neural network architecture as before and instead of initializing
the network weights at random (as is usually done), we load
the weights from the pre-trained network as shown in Fig. 3.
Then, using a small, newly generated dataset of dielectric
antenna simulations, we further train this network. As we show
subsequently in the results, this approach leads to much faster
network convergence as compared to training from random
initialization.

Having built a fast surrogate model, we proceed to the
task of antenna design itself. We use the well established
Improved Binary Particle Swarm Optimization [26] algorithm
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for this task. The algorithm starts with initializing particles
and then successively updating the velocity, position, local
best and global best solutions with each iteration. The fitness
is evaluated by calculating the fitness for each initialization
which requires invoking the newly built surrogate model. For
a given structure with return loss (in dB) characterized at
discrete frequency points, i.e. {S11(f;)}, the fitness function
is evaluated as:

g=>_5+> (10-5), (1)

JjeEP jeS
with,
1S1(f)] 5 < [Su(f;)| <10
S, =4 10 1S1(f;)] = 10 )
0 IS11(f;)| <5

where P and S are the sets of pass-band and stop-band fre-
quencies, respectively. After reaching the maximum iteration
value, the individual with the greatest fitness obtained during
the evolution process is reported as the optimal design.

We note in closing that instead of an evolutionary ap-
proach, we could have just as well used an all-neural network
approach, such as the tandem network from our previous
work [7], to design the dielectric-filled antennas. However, we
choose to limit the focus of this study to the efficient creation
of surrogate models for dielectric antennas using transfer
learning and measurements of antennas fabricated using them.

III. TRANSFER LEARNING ASSISTED SURROGATE
ELECTROMAGNETIC MODEL

In this Section, we present details of the neural network
used for training the surrogate model, generating the dataset,
and other network training details.

A. Antenna scaling and dataset generation

We initiate the antenna design by tessellating a square
metallic patch area into a 12 x 12 grid of pixels. A design is
specified by each pixel taking on a value of 1 or 0, signifying
the presence of metal or its absence, respectively. We fix the
two pixels near the feed location to always be metal to ensure
connectivity, thus giving us an extensive design space of 2142
potential structures.

The next highly critical step is to get the approximate
dimensions of the “mother” patch for the corresponding
choice of dielectric substrate, height, and choice of design
frequency. We do this by judiciously scaling the length and
width of antenna structures from the air-filled dataset to get
approximately viable radiating structures for populating the
“dielectric” dataset. This scaling is necessary since we can see
from Fig. 2 that simply inserting a dielectric into an existing
air-filled design does not lead to a radiating structure.

The air-filled structures from our training dataset in [7] had
a substrate thickness of 0.61 mm and resonated in the 10-20
GHz range. On the other hand, for the purpose of this study,
we choose to design and fabricate antennas in the 1-5 GHz
band using a standard commercially available h = 3.2 mm
FR4 substrate having €, and loss tangent (tand) as 4.8 and
0.026 respectively.
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B. Effect of scaling factor on the resonant samples in the
dataset

Since the new substrates contain a dielectric material instead
of air, we use the concept of effective relative permittivity to
model the resonant frequency of the structure. This concept
is commonly used in the case of microstrip patch antennas
[27] to relate the patch dimensions to the effective relative
permittivity as: €,.7f = 0.5[(e,4+1)+(e,—1)(1+12h/w)~0?].
The resonant frequency for the lowest 7'M ¢-like cavity mode
has a dependence on width, w, and effective permittivity as
J o (w\/&erf)~". Thus, the width of the dielectric filled
antenna, wy, can be related to that of the air-filled antenna,

Wy, as:
{fa 1
Wq = —_
fd \VEreff

where f,, fq are the resonant frequencies of air and dielectric
filled antennas, respectively, and we refer to a as the scale
factor. Since €, ¢ itself depends on wg4, we solve the nonlinear
equation suggested in Eq. (3) to obtain the scale factors to
translate the air filled antennas from 10-20 GHz to the 1-5
GHz range in FR4. These scale factors are found to lie in the
range, 2 to 5.
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Fig. 4. Histogram plot for different scaling factors, a.

The histogram plot in Fig. 4 visually demonstrates the
impact of scaling structures from the air-filled dataset. An
increase in the scaling factor reduces the resonant frequencies
due to an increase in patch dimensions. The figure also
suggests that higher scale factors lead to a broader range of
resonances. We have previously shown that having a diversity
in the training dataset is critical to allow for inverse design
within a desired frequency range [7]. Thus, while higher scale
factors provide us with greater dataset diversity, they present
a trade-off for device compactness since higher scale factors
correspond to larger dimensions.

We note that the expression in Eq. (3) gives us an ap-
proximate scale factor. However, this expression was derived
for conventional rectangular patch antennas [27] and will not
strictly hold for pixelated patch antennas. Therefore, since
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these scale factors are approximate, we explore pushing these
limits for our unconventional designs. A lower scale factor
corresponds to a more compact design and hence we choose
a scaling factor of 1.94 in this work. This choice highlights
the compactness of our inverse-designed structures in the 5G
communication n78 frequency band, covering 3.4 to 3.8 GHz.

We employed MATLAB’s Method of Moment (MoM) based
solver with a mesh size of %, where A\ represents the
guided wavelength at the design frequency. The return loss
of dielectric-filled antennas was simulated for 81 equidistant
points across the frequency range of 1 to 5 GHz. Each dielec-
tric simulation took approximately 110 seconds to complete.
These simulations were performed on a 2.5 GHz Dual-Core
Intel Core i5 processor with 8 GB 1600 MHz DDR3 RAM.
The process of generating the dataset on a 160-core server
required approximately one day. A total of 60k antennas and
their spectra are generated, which are distributed in a 90:5:5
ratio for training, validation, and testing, respectively.

C. Network training

We now consider a neural network with the same forward
model architecture as in [7]. The network is composed of
56 layers, incorporating filters, weights, and biases [7]. The
initial 16 layers consist of a combination of 2-D convolutional
layers, batch normalization, and the leaky ReLU activation
function layers, as depicted in Fig. 5(a). Following these, two
fully connected layers are integrated, with batch normalization,
leaky ReLU activation functions, and dropout (set at a value
of 0.4) applied to the output of each fully connected layer.
The output of the final fully connected layer is directed to an
81-dimensional output regression layer. The loss function used
to train the proposed forward model is a mean squared error
function of the form:

1« ,

Ly=3 ;MSE@, S7) 4)
where P is the batch size, set to 256, S and S’ are the
true and predicted spectrum, respectively. We choose NAdam
[28] optimizer to update the weights and biases of the CNN.
Operating on the input of an FR4-filled antenna design,
the proposed network delivers the corresponding return loss
response as its output. We trained the forward network using
PyTorch on the Google Colab GPU platform, carrying out
50 epochs which took approximately 45 minutes. This is in
contrast to the 3 hours training time taken in our previous work
[7], i.e. we achieve a 75% reduction in training time in this
work. The recorded training and validation losses were 0.18
and 0.38, respectively. These values are notably lower than the
losses reported in our earlier publication on air-filled antennas
[7], despite the significantly larger dataset size (500k). Once
trained, the proposed network is capable of predicting the
return loss of dielectric-filled antennas in less than a second.
Figure 5(b) provides a representation of the reconstruction
results obtained from the test dataset using the trained forward
model.

We conducted a thorough hyperparameter (HP) search using
the “WandB” tool [29] which logs all runs with different HPs
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Fig. 5. (a) Transfer-learning based forward CNN consisting of convolutional
layers and fully connected layers denoted by “CONV” and “FC” respectively,
(b) Comparison of the predicted S11 spectrum from the proposed forward
model with the EM simulated spectrum from electromagnetic simulator
showing the efficacy of the forward model

during the modeling of deep networks. The dataset used for
HP tuning (dielectric-filled structures) consists of 20k samples
for training and 10k for validation. Fig. 6 shows the parallel
plot for HP tuning (random search) for the proposed transfer
learning surrogate model. We observe that with 50 epochs
and an initial learning rate of 0.001, the validation error is
minimized. Therefore, these HPs are selected. Higher learning
rates, such as 0.1, result in significantly higher validation loss.
Thus, for this problem, an initial learning rate of 0.001 is
optimal. Additionally, it has been observed that increasing the
number of epochs reduces the validation error, indicating that
training the network for a sufficient duration improves per-
formance. Another important aspect to consider is overfitting.
From Fig. 6, we observe that for a minimum training loss
of 0.32, overfitting occurs with batch sizes smaller than 256
(i.e., 64 and 128). Both batch sizes of 256 and 512 are good
candidates for training the network. However, we choose a
batch size of 256, as smaller batch sizes introduce randomness
(noise) into the optimization process. This noise promotes
exploration of the loss landscape, helping the model find flat
minima [30]. Flat minima are preferred because they improve
generalization, making the model more robust to new, unseen
data.

To ensure the robustness of our surrogate model, we con-
ducted k-fold cross-validation with k£ = 5. This helps prevent
overfitting and provides a more reliable estimate of the model’s
accuracy across different data splits. Our results show con-
sistent performance across all folds, with no unusual outliers
that could skew the evaluation. This consistency confirms the
robustness and generalizability of the model.

Table. I shows the range of values used for the random
search and the chosen set of HPs to train the transfer learning
based forward surrogate model. It has been observed that when
the network’s HPs are not chosen wisely, it results in high error
rates and, consequently, inaccurate predictions. Other ways to
perform HP tuning include probabilistic methods as referenced
in [31]-[34].
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Fig. 6. Parallel plot for hyperparameter tuning generated by WandB [29],
showing epochs, batch size, learning rate, and optimizer. Train and validation
losses on the right are used to select optimal hyperparameters.

TABLE I
OPTIMAL SET OF HYPERPARAMETERS CHOSEN TO TRAIN THE PROPOSED
TRANSFER LEARNING BASED FORWARD SURROGATE MODEL

Hyperparameter Range of values Optimal value
Batch size [64, 128, 256, 512] 256
Learning rate [0.1, 0.01, 0.001] 0.001
Optimizer [Adam, RAdam, NAdam] NAdam
Number of epochs [10, 20, 50] 50

We track the validation set root mean squared error (rmse)
for both cases — the first when the network is trained with
random initialization (i.e. from “scratch”), and the second
when we use transfer learning (TL) and initialize from the
parameter values as the air-filled simulator’s parameters. These
network validation rmse values are shown in Fig. 7.

| —TL approach ====++ Random initialization |
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Fig. 7. Comparison of validation error convergence for training the network
from scratch (V) and training the network using the Transfer learning (TL)
approach (Vrr): (a) with respect to the different training set sizes, (b) with
respect to the number of epochs

As we can see from Fig. 7(a), while training the networks on
datasets of increasing size from 10k onwards, the validation
rmse decreases steadily for the TL approach as the size of
the dataset increases. The TL approach shows nearly an order
of magnitude lower rmse than the “from scratch” approach;
at a training dataset size of 50k, the TL approach has an
rmse of 0.4, which is more than 44 times lower than the
corresponding rmse for the other approach. While training
the CNN with a dataset size of 60k, it becomes apparent
that the validation error for the randomly initialized network
remains nearly constant and does not decrease with epochs
(refer to Fig. 7(b)). In contrast, the validation error using the
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TL approach converges to a significantly low value. Thus,
our proposed methodology converges to a lower validation
loss with significantly lesser data, in contrast to the randomly
initialized network. In our work, we use a dataset size of 60k
for antenna design, which is significantly smaller than the air-
filled dataset (88% lesser). That said, the two datasets have
comparable generation times. The key observation is that it
is only due to the TL approach that the new dataset suffices
for antenna design since it is leveraging the learning from the
original dataset.

IV. ANTENNA DESIGN: SIMULATION RESULTS

In this section, we report simulation studies of various
antenna structures scaled on FR4 substrates in the 5G com-
munication n78 frequency band using our proposed approach.

A. Single band antennas

Fig. 8 illustrates a compact inverse-designed antenna, op-
erating within the frequency range of 3.55 - 3.65 GHz,
with the center frequency 3.6 GHz. As seen in Fig. 8(b),
the antenna spectrum is in good agreement with the design
specification and the corresponding full wave electromagnetic
simulation. The entire design process for this structure required
approximately 15 minutes for the Improved BPSO algorithm.
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Fig. 8. (a) Inverse designed single-band antenna, (b) reconstructed spectrum,
(c) Elevation radiation pattern (¢ = 0°) at 3.6 GHz, (d) Elevation radiation
pattern (¢ = 90°) at 3.6 GHz

The axial ratio of the reported antenna is > 25 dB for
6 = £90° for both the planes (¢ = 0° and ¢ = 90°) from
the main lobe. It is noteworthy that while the axial ratio and
radiation pattern were not integrated into the cost function
for optimization within this study, the radiation pattern of
the inverse-designed antenna exhibits a well-defined shape
(Fig. 8(c) & (d)), directed at # = 90° with a gain of 3.5 dB.
Moreover, the device is characterized as linearly polarized,
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TABLE II
DESIGN PARAMETERS FOR THE SINGLE-BAND RESONANT CONVENTIONAL
PATCH (CP) AND THE INVERSE DESIGNED PATCH (IDP) ANTENNA FOR
DIFFERENT FREQUENCIES IN THE DATASET. CPL: CONVENTIONAL PATCH
LENGTH; CPW: CONVENTIONAL PATCH WIDTH; fo: RESONANT
FREQUENCY, A AREA: COMPACTNESS RELATIVE TO CP, BW:
BANDWIDTH, FBW: FRACTIONAL BANDWIDTH

CPL | CPW | fo Area (mm?) | A area | Gain (dB) | BW (FBW)
(mm) | (mm) | (GHz) | (CP) | (IDP) % CP | IDP MHz (%)
17.5 | 203 3.65 | 3557 | 210 41 48 | 3.3 | 100 (2.7%)

16 21.8 3.75 | 350.5 | 210 40 5 3.5 | 100 (2.7%)

15 22 4 320 210 36 44 | 4
13 19.5 45 280 210 33 51| 45

100 (3.3%)
100 (2.7%)

demonstrating a radiation efficiency exceeding 70%, account-
ing for both copper losses and the inherent losses within
the FR4 substrate as observed in conventional microstrip
antennas [27]. The reason for the broadside radiation pattern
of the antenna, even though it has not been specified in the
optimization process, is the low % ratio in the patch antenna
(h: height of the substrate, A\: wavelength in the dielectric).
In our study, for the antenna reported in Fig. 8(a), h = 3.2
mm, and A\ = 83.3 mm at 3.6 GHz, hence the ratio % < 1.
Therefore, the radiating edges of the antenna can be thought of
as wire antennas carrying magnetic current (perpendicular to
the plane of the antenna), contributing to the overall broadside
radiation pattern.

The antenna is approximately 41% smaller compared to a
conventional antenna operating at the same frequency, thus
showing a significant achievement in antenna miniaturization.

We compare several single band antennas with their conven-
tional counterparts in Table. II. Conventional patch antennas
cover an area of approximately % X % [27], while in this work
the antennas occupy an area on the order of % X %, which is
significantly compact at the design frequency. We have noticed
a trade-off in compactness (expressed as a percentage) and the
difference in the effective aperture area between conventional
and inversely designed structures within the frequency range
of interest. Attempting inverse design at the lower end of the
spectrum results in the most compact devices, but sacrifices
antenna gain. This is because for a given frequency, gain varies
proportionally with the aperture area [27]. As we move to
lower frequencies, our inverse designed devices tend to be-
come more compact, reducing the effective aperture area and,
consequently, the gain of the device. Our observations indicate
that the gap in effective aperture area widens between inversely
designed structures and their conventional counterparts at the
lower end of the spectrum, for instance, when we attempted the
inverse design for an antenna operating at 3.5 GHz (50% more
compact), we were able to successfully design an antenna with
a gain of 1.73 dB. In comparison, the conventional antenna
at the same frequency had a gain of 4.51 dB. Therefore, to
maintain comparable gain with their conventional counterparts
(refer to Table II), we design antennas that are 41% more
compact at the desired frequencies.
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B. Dual band antennas

Fig. 9(a) shows a dual-band inverse designed structure
resonating at center frequencies 3.65 GHz and 4.65 GHz,
respectively. It took 40 minutes for the Improved BPSO
algorithm to converge to the dual-band structure shown in
Fig. 9(a). The spectrum of the inverse-designed structure
closely matches the that from a full wave electromagnetic
simulation of the device, as seen in Fig. 9(b).

ﬁ

r—Desired spectrum
— EM Simulation

both the planes (¢ = 0° and ¢ = 90°) at both the frequencies
from the main lobe.

TABLE IV
STATE-OF-THE-ART COMPARISON FOR DUAL-BAND MICROSTRIP
ANTENNAS. NR: NOT REPORTED

f fo Gain (dB) | BW (MHz) | Aperture
Reference
(GHz) | (GHz) | fi fa fi fo area
[35] 4.53 4.97 5 497 | NR | NR | 1.72 A2
[36] 24 5.6 9.55 | 850 | 97 | 360 | 1.16 A3
[37] 2.4 5.8 6.8 | 2.1 | 164 | 256 | 0.64 N2
[38] 1.57 245 | 747 | 7.07 | 47 125 | 0.64 A2
[39] 24 5.2 4.1 1.4 | 90 | 277 | 0.08 A2
[40] 3.45 5.9 3.83 | 0.57 | 140 | 150 | 0.17 A3
This work | 3.65 4.65 3.7 | 43 100 | 125 | 0.03 A2

2 3 4 5
Frequency (GHz)

920
(d) 120 60
30 150 30
0 180 0
330 210 330
240 300
270
f; = 3.65GHz
——f, = 4.65 GHz

Fig. 9. (a) Inverse designed dual-band antenna, (b) reconstructed spectrum,
(c) Elevation radiation pattern (¢ = 0°) at f; = 3.65 GHz and f2 = 4.65
GHz (bd Elevation radiation pattern (¢ = 90°) at f1; = 3.65 GHz and f2 =
4.65 GHz

TABLE III
DUAL-BAND SPECTRA OF INVERSE DESIGNED ANTENNAS; HERE \g
DENOTES THE WAVELENGTH CORRESPONDING TO THE FIRST FREQUENCY
BAND, f1, BW: BANDWIDTH , FBW: FRACTIONAL BANDWIDTH, RE:
RADIATION EFFICIENCY

We have compared and reported the average run-time (over
ten runs each) of the deep learning-based surrogate model
assisted evolutionary algorithm to get the desired response, as
shown in Fig. 8 (single-band) and Fig. 9 (dual-band). Table. V
(similar to Table. I in [41]) shows the performance of the
proposed approach as compared to our previous work [7]. We
have used the same neural-network forward model architecture
as a surrogate for inverse design of the antennas for a fair
comparison.

C. Sensitivity analysis

To study the impact on the performance of our devices
due to the inherent imprecision in the fabrication processes
and variations in the permittivity and thickness of the FR4
substrate, we perform a sensitivity analysis. Specifically, we
study +1% variations in the size of the patch, +10% variations
in substrate thickness, and +10% changes in the relative
permittivity (e,.). For definiteness, we consider the single-band
antenna shown earlier in this Section, resonating at 3.65 GHz

with a bandwidth of 100 MHz. We compute sensitivity as
”SH_%” x 100, where S represents the true response of the

TABLE V
i 2 Gain (dB) BW (FBW) MHz (%) Aperture PERFORMANCE COMPARISON OF THE PROPOSED APPROACH FROM OUR
- - - PREVIOUS WORK [7] IN TERMS OF THE COMPUTATIONAL COST, DATASET
(GHz) | (GHz) | f1 | fa f f2 area REQUIREMENT, HYPERPARAMETER TUNING AND OTHER VARIOUS
3.6 4.5 3 25 80 (1 5%) 100 (1 7%) 0.030 )\2 PARAMETERS. FM: FORWARD MODEL, IDM: INVERSE DESIGN METHOD,
’ ’ ’ ’ : ’ 0 CT: COMPUTATIONAL TIME, TL” TRANSFER LEARNING, NN: NEURAL
3.7 49 3.8 3 75 (14%) | 90 (1.6%) | 0.032 A2 NETWORK, HP: HYPERPARAMETER, SB: SINGLE BAND, DB: DUAL BAND
3.8 4.8 4 3.34 | 80 (1.5%) 75(1.4%) 0.033 )\(2)
4 45 4.2 3.8 250 (1 .8%) 250 (1 '4%) 0.037 )\2 Parameters Previous work [7] Proposed work (TL)
0 FM NN NN
IDM NN Improved BPSO
The radiation pattern for the inverse-designed antenna in Antenna type Alr filled Dielectric filled
Fig. 9(a) at both the design frequencies are shown in Fig. 9(c) | CT for training (one time) . ?zh}:;(fnl\giv[) 45 min (FM)
& (d), with gain of 4 dB and 4.5 dB at 3.65 GHz and Dataset requirement 00K 0K

4.65 GHz, respectively. Table. III shows different dual band
designs, where we also report the area of obtained antennas in
terms of the wavelength of the lower frequency band, A\g. The
axial ratio of the reported antenna is > 20 dB for # = £90° for
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SB (15 mins), DB (40 mins)

Different solution per run

Antenna Design time < 1 sec (SB & DB)

Number of solutions X X
Single solution

per input (Explores search space better)

HP for inverse design Extensive HP tuning required No HP tuning is required
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structure, and S’ corresponds to the response while varying
one parameter (patch size, permittivity, or thickness) while
keeping the other two constants. Monte Carlo simulations were
employed for sensitivity analysis on all parameters, randomly
selecting values within specified variations and performing
full-wave simulations; convergence was observed in 200 sim-
ulations for each parameter.

7 T T T
<6 |
<~ [EResonant frequency

5[Gainat ¢=0 .

CGainat ¢=90 °
4 mmBandwidth

Average change in parameters

3+ .
2+ i
1F .
0 =

Pixel size Permittivity Thickness

Fig. 10. Sensitivity Analysis plot for the single-band inverse designed antenna
at 3.65 GHz. The plot shows the sensitivity of the variation of resonant
frequency and gain with respect to change in substrate thickness (£10%),
permittivity (10%), and patch size (£1%).

The results of the analysis are shown in Fig. 10. As can be
seen, the parameter most susceptible to changes is the gain at ¢
= 0° (£6%), particularly due to the change in the permittivity
(£10%). On the other hand, variations of £10% in substrate
thickness do not impact the resonant frequency. However,
these changes do affect the gain. The analysis [27, Ch. 14.27]
reveals that gain tends to increase initially with an increase in
substrate thickness up to a certain threshold, primarily due to a
decrease in the capacitance value. However, beyond the certain
threshold of substrate thickness, the radiation efficiency begins
to decrease, mainly because of the emergence of surface waves
within the dielectric material [42]. We conclude from Fig. 10
that our proposed inverse design structures are robust to the
changes in substrate thickness and permittivity as well as the
pixel size.

D. Comparison with conventional antennas

Aperture area: We refer the reader to Table IV, where a
comparison of various dual band structures is presented. In
particular, our designs yield much more compact antennas than
those reported in the literature. For instance, the lowest area
achieved by our work is 0.03)\2, while these are the areas
reported in other works: 1.16)A3 for a dual mode circular patch
antenna in [36], 0.64)\3 for an E-shaped microstrip patch in
[37] and an arc-shaped slot patch antenna in [38], and 0.08)\%
for a shorted microstrip antenna in [39]. It must be noted in
the latter case that the lower aperture area is coming at the
cost of significantly lower antenna gain than our antennas.

Bandwidth: The bandwidth of the proposed single and
double band structures is reported in Tables II and III — the
obtained fractional bandwidths (FBW) is comparable with

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

a 1-4% FBW obtained from conventional single-band patch
antennas [27] [43, Fig. 8]. Since the current work is centered
on designing antennas within the 5G communication n78
frequency band (3.4 - 3.8 GHz), it is crucial to acknowledge
that, in this densely populated frequency range, the maximum
channel bandwidth specified for this band of spectrum is 100
MHz. Our inversely designed structures can effectively operate
within the entire bandwidth allocated to the n78 frequency
band (refer to Table II).

Polarization stability: Similar to traditional antennas [27],
our inverse-designed structures exhibit linear polarization.
Specifically, considering one of the proposed single-band
antennas at 4 GHz (Row 3 of Table II), the axial ratio is
approximately 26 dB at the broadside direction for both the
planes. Further, by randomly inspecting 1000 samples from the
dataset, the axial ratio is found to be a minimum of 28 dB,
greater than the 20 dB threshold for the structure to be linearly
polarized [44]. Therefore, the polarization of the pixelated
antennas remains linear even though the geometry changes
randomly.

V. ANTENNA DESIGN: EXPERIMENTAL RESULTS

To validate the inverse-design assisted by the transfer-
learning based approach, we fabricated several antennas across
the 3-5 GHz frequency range in a 3.2 mm FR4 substrate with
3.2 mm. To connect the antennas to the dielectric’s edge using
a microstrip feed line, we extend the inverse-designed antennas
through a microstrip feed line with a width of 6.27 mm.
This specific width is chosen to achieve a 50-ohm impedance
for the microstrip line, considering the selected thickness and
dielectric material.

The S-Parameter measurements were performed with
Keysight’s PNA-X Network Analyzer (N5244B). We have also
measured the radiation pattern of the fabricated antennas in
transmit mode in an anaechoic chamber as per the setup shown
in Fig. 11.

Fig. 11. Radiation pattern setup for the measurement of gain for the inverse-
designed structures

Fig. 12(a) shows a fabricated edge-fed 3.75 GHz single
band antenna synthesized by our approach. The measured
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S-parameters match well with the simulated results, as can
be see in Fig. 12(b). The antenna dominantly radiates in

&
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Frequency (GHz)
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Fig. 12. (a) An instance of fabricated inverse designed single-band antenna,
(b) reconstructed spectrum vs the measured spectrum at 3.75 GHz, (c)
Elevation radiation pattern (¢ = 0°) at f; = 3.75 GHz (d) Elevation radiation
pattern (¢ = 90°) at f1 = 3.75 GHz

the broad-side direction at the frequency of interest, and the
measured patterns show good unidirectional radiation profile
and symmetry in the ¢ = 0° and ¢ = 90° planes, as seen in
Fig. 12(c,d). Additionally, the patterns match fairly well with
the simulation results. We observe a gain of approximately 3.2
dB at the resonant frequency with a fractional bandwidth of
4%, which is comparable to conventional microstrip antennas
[27].

Additionally, alongside presenting the radiation pattern, we
include co-polarisation and cross-polarization measurements
(Fig. 13) for the fabricated inverse design antenna depicted
in Fig. 12(a). We note that the measured cross-polarization
isolation stands at around 7-8 dB, and ideally this isolation
should be higher. This is attributed to using a square mother
patch in this study and a substrate thickness of 3.2 mm. It
is known [45]-[47] that cross-polarization isolation increases
when the length-to-width ratio of the patch antenna is ap-
proximately 1.6, favouring rectangular patches over square
ones. Furthermore, thinner substrates exhibit better isolation
than thicker ones [45], given the optimal length-to-width ratio.
Therefore, this limitation observed in the inverse-designed
structure is not fundamental and can be easily further improved
by carefully selecting the mother patch’s optimal length, width,
and thickness.

Fig. 14(a) shows an example of a fabricated edge-fed dual
band antenna resonating at 4 and 4.7 GHz. The measured
S-parameters in Fig. 14(b) show the dual resonances as ex-
pected, and the measured radiation patterns at both frequen-
cies demonstrate the desired unidirectional patterns with 4.12
dB and 4.31 dB gain at frequencies 4 GHz and 4.7 GHz,
respectively.
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Fig. 13. Measurement of Co polarization and Cross polarization at f1 = 3.75
GHz (a) Elevation radiation pattern (¢ = 0°), (b) Elevation radiation pattern
(¢ =90°)
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Fig. 14. (a) An instance of fabricated inverse designed dual-band antenna at
f1 =4 GHz and fo = 4.7 GHz, (b) reconstructed spectrum vs the measured
spectrum, Simulated and measured elevation radiation pattern at f; = 4 GHz
(a) ¢ =0°, (b) ¢ =90°, at fo =4.7 GHz (c) ¢ = 0°, (d) ¢ = 90°

VI. CONCLUSION

In this paper, we propose a data-efficient transfer learning
based approach for the design of realistic antennas. Our
approach builds on pre-trained neural networks for the design
of other antennas, thereby making use of already acquired
knowledge in order to reduce the dataset size requirements
for learning a new task. Specifically, we solve the problem
of designing multi-band antennas with a minimal number of
dielectric simulations using knowledge transfer and a reduced
network training time. To demonstrate the viability of the
approach, we fabricate single and double band antennas which
show excellent agreement between simulation and experimen-
tal results across RF (1-5 GHz) frequencies. We also perform
a numerical sensitivity analysis to ascertain the robustness of
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our design to fabrication issues. Our approach is fairly general
and can be used to quickly design antennas on different sub-
strates and at different frequency bands while economizing the
computational burden of dataset generation. Complementary to
conventional analytical or rule-based heuristic methods, such
data-driven approaches can enable new functionalities in the
field of high performance and multi-functional antenna design.

APPENDIX A
IMPROVED BPSO ALGORITHM

In this paper, we use the algorithm presented in [26] for
inverse design. As proposed by the authors, this Improved Bi-
nary Particle Swarm Optimization (BPSO) algorithm addresses
the limitations of the original BPSO method, and we opt for
it due to its demonstrated superior convergence performance
( [26], Fig. 8), compared to both the original BPSO [48] and
another variant proposed in [49].

In our application, the algorithm takes a vector containing
frequencies in the pass and stop bands, along with the pro-
posed transfer learning based surrogate model as inputs and
generates the optimal binary design as the output. The follow-
ing equations governs the velocity, V;;, where the subscript
i, J refers to particle number ¢ and the particular bit j of that
particle’s velocity, respectively, of each particle of the swarm
in the Improved BPSO algorithm:

if gBest = pBest = 1
if gBest = pBest = 0
otherwise,

thij (t) + Cc1T1 + CoT9
thij(t) — C1T1 — C2T9
weVi; (1)

Vz‘j(tJrl) =

&)
where w; is calculated as (“mergZmin )t with Wye, and Winin
being the maximum and minimum values of w, N is the
maximum number of iterations and ¢ is the current iteration.
We chose winae = 0.9, wimin = 0.4, ¢c1 =2, co =2, N =50,
100 (for single band and double band spectrums) and r; and
ro are a uniformly distributed random number in the range
0,1).

The equations ensure that the particle’s speed adjusts based
on whether both (pBest and gBest) the best solutions agree. If
they do, the speed changes. But if they don’t agree, the speed
remains the same, relying only on the previous speed. This is
logical because if neither the overall best nor the personal best
solution is favoured, there’s no need for the speed to change.
By using these equations, the authors in [26] discovered that
the proposed algorithm converges more effectively.
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