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Optimum Receiver Design for OFDM-Based Broadband
Transmission—Part II: A Case Study

Michael Speth, Stefan Fechtel, Gunnar Fock, and Heinrich Meyr, Fellow, IEEE

Abstract—This paper details on the design of OFDM receivers.
Special attention is paid to the OFDM-specific receiver functions
necessary to demodulate the received signal and deliver soft
information to the outer receiver for decoding. In Part I of the
paper, the effects of nonideal transmission conditions have been
thoroughly analyzed. To show the impact of the synchronization
algorithms—which are most critical in OFDM—on system per-
formance and complexity we consider the design of acomplete
receiver consisting of symbol synchronization, carrier/sampling
clock synchronization and channel estimation. The performance
of the algorithms is analyzed and a qualitative estimate of the
resulting complexity is given. This allows to draw conclusions
concerning the achievable system performance under realistic
complexity assumptions.

Index Terms—OFDM, receiver design, synchronization.

I. INTRODUCTION

DUE TO its many advantagesOrthogonal Frequency Di-
vision Multiplexing(OFDM) is well suited for wireless

broadband access systems. A potential drawback of OFDM,
however, is its sensitivity to receiver synchronization imperfec-
tions. In this context, two questions are of prime interest: 1) How
much of the theoretical performance of OFDM can be realized,
considering thecompleteinner receiver? 2) Is the complexity of
the receivers critically increased by the synchronization algo-
rithms?

Instead of presenting a detailed analysis of isolated algo-
rithms, this paper focuses on the complete system design
process considering the European standard DVB-T for digital
TV [1]: selection of suitable algorithms, interactions between
the receiver tasks, and the tradeoff between receiver complexity
and performance.

One focus of the paper is the—often underestimated—task
of system acquisition. Fast and reliable system startup requires
dedicated algorithms and additional design effort.

II. DVB-T SYSTEM PARAMETERS

The basic DVB-T modes and parameters important to the
inner receiver are: MHz; Mhz;

; Outer code: Reed Solomon
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Fig. 1. Arrangement of training data in the DVB-T frame format.

RS (204, 188, ); Inner code: punctured convolutional code
with code rates ; Modulation: 4-,
16-, 64-QAM (optionally hierarchical); 8 k Mode: ,

, s; 2 k Mode: , ,
s.

The standard further defines interleaving across subcarriers,
the data frame structure, a mechanism for robust signaling of
transmission parameters (TPS), and dedicated synchronization
symbols embedded into the OFDM data stream (Fig. 1): 1)
Continual pilot carriers(45 [2 k mode] and 177 [8 k mode]
time-invariant training symbols), and 2)Scattered pilot cells
(training symbols forming a periodic pattern with period in time

and period in frequency , see Fig. 1). Both con-
tinual and scattered pilot symbols are transmitted at a boosted
power level of .

III. RECEIVERREQUIREMENTS ANDRESULTING STRUCTURE

A. Required SNR

Taking into account the scenarios defined by the standard and
the analysis presented in Part I, the following must be deter-
mined: 1) The range of SNRneeded for the required outer re-
ceiver performance. 2) The upper bound on the additional noise
caused by any transmission imperfection. 3) Bounds on the ac-
curacy of parameter estimation, allowed receiver mobility, and
the quality of analog components.

For quasi-error-free (QEF) reception, the projected post-RS
BER is , requiring a post-Viterbi BER of
which is taken for evaluation here. The SNRrequired for QEF
reception strongly depends on the transmission channel. The
two “Rice” and “Rayleigh” channel models defined in [1] don’t
represent the critical case of asingle frequency network(SFN)
with its very long artificial echoes. Therefore, we define a sim-
plified SFN model consisting of two discrete paths with compa-
rable gain.

The lowest is about 3 dB for QPSK transmission with code
rate 1/2. At the other extreme (64-QAM, code rate 7/8), more
than 40 dB may be required (SFN channel). A good compromise
between bandwidth efficiency and robustness is 64-QAM with
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Fig. 2. Structure of a receiver for DVB-T.

code rate 2/3 (mode used in the UK). The requiredin this
case ranges between 16.5 dB (AWGN channel) and about 30
dB (SFN channel).

B. Receiver Requirements

Following the principle of synchronized detection [2] the
transmission imperfections are estimated in the inner receiver
and compensated for. Provided a proper design of the receiver
algorithms, the residual imperfections should lead only to a
small additional noise component. Given a maximum allow-
able performance degradation, one can define limits for the
allowable errors in the estimated parameters. If, for example,
the maximum SNR degradation caused by either receiver
component should not exceed 0.1 dB, the analysis in Part I
shows that the power of the additional noise contributions must
be as small as 16.3 dB below the additive channel noise; the
channel estimation gain (as defined in Part I) must also be as
high as dB.

Assuming a maximum dB yields the following re-
ceiver requirements:

1) Regarding carrier and sampling frequency, eq. (43) of Part
I calls for the maximum relative (local) subcarrier fre-
quency offset to satisfy

(1)

Considering dB and dB, must be
smaller than 0.0026 at virtually all times.

2) As for symbol timing, we cannot specify an absolute limit
for the offset. Of main concern is the impact of timing er-
rors on the channel estimation. From eq. (33) and (18) of
Part I the loss in performance due to the degraded channel
estimation can be shown to be given by

(2)

where is the additional variance of the channel esti-
mate caused by a timing error andthe SNR under con-
sideration. If, for example, channel taps that account for
1% of the total channel energy violate the estimator limits,
the impact will be small at dB. However, at
dB, the resulting loss in performance will be 3 dB which
is unacceptable.

C. Receiver Structure

Following the philosophy outlined in [2] the digital and
analog parts of the receiver are separated. This is possible by
digital timing and sampling clock compensation using inter-
polation and decimation, and by digital oscillator frequency
adjustment usingnumerically controlled oscillators(NCO’s).

Most of the receiver structure follows from the kind of avail-
able training data. Since there only is post-FFT training data, the
receiver features post-FFT oscillator frequency, sampling fre-
quency, and timing estimation as well as channel estimation.
However, to provide a fast and reliable acquisition, additional
(coarse) pre-FFT algorithms are required. The resulting receiver
structure is depicted in Fig. 2.

IV. RECEIVER ALGORITHMS

A. Channel Estimation

The channel estimation unit must estimate both the channel
and any residual phase errors. It thus must be designed to cope
with a certain extent of dynamics even in a static channel sce-
nario. The way the scattered pilots are arranged calls for channel
estimation via interpolation. In [3] the optimization of the filters
for channel estimation is done via a Wiener filter approach. By
making use of the (known) pilots, samples
of the CTF are obtained. Final estimates are generated by
interpolation in time and frequency direction. This two-dimen-
sional interpolation problem can be separated into an interpo-
lator in time with transfer function and in frequency with
transfer function . These interpolators are optimized for
an MMSE between channel estimate
and actual CTF, taking into account: 1) Thecorrelation func-
tions of the CTF in time and frequency, 2) Thevariance of the
noise disturbing the samples , and 3) Thenumber and the
pattern of the pilots used for estimation.

In order to get an implementationally reasonable solution, the
optimization is done off-line, making worst case assumptions
for the optimization parameters. The resulting coefficient sets
are stored in a ROM and selected according to the mode of op-
eration. For the two interpolation problems the optimization pa-
rameters can be identified as follows:

1) Interpolation in Time-Direction:
Correlation: In time direction, the CTF is sampled at time

instants apart. For mobile channels the corre-
lation between these samples is determined by the bandwidth of
the Jakes spectrum with a maximum doppler frequencyand
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(a) (b)

Fig. 3. Achievable estimator GainG versus number of coefficients in 2 k mode. Time direction coefficients optimized for
 = 20 dB. Frequency direction
coefficients optimized for� = �22:5 dB.

the residual local frequency offsets remaining after syn-
chronization. The resulting bandwidth is ,
and the process to be interpolated is oversampled by a factor of

(3)

with respect to the Nyquist sampling time . Interpolation is
only feasible if . Since is a measure for the correlation
of adjacent samples, the estimation variance

decreases as increases.
Variance: Due to the boosted power level, the samples
are disturbed by additive Gaussian noise of variance

. The performance measure of interest is the estimator
gain which thus will be around 2.5 dB even if the
estimate is not further improved by interpolation.

Number/Pattern:Best results are achieved if the interpo-
lator coefficients are symmetric with respect to the position to be
interpolated. For interpolation in time this means that the same
number of causal and noncausal taps is used. For DVB-T this
causes a severe complexity problem because noncausal samples
can only be acquired by storing all OFDM symbols in between
the time instant to be interpolated and the last “noncausal” tap.
Since this involves storing fourcompleteOFDM symbols for
each noncausal tap, the memory required is so large that only
linear interpolation is considered in current implementations.
However, to show the potential of the DVB-T standard, the the-
oretical performance as a function of the interpolator length
is depicted in Fig. 3(a).

To reach the projected dB, a total gain of
dB must be realized by the estimators. Even in the quasi-static
case ( Hz) this gain is hardly achieved (gain approaches
16 dB for very large ). For the 8 k mode (here results for 2 k
mode apply with ) it is totally out of reach.

2) Interpolation in Frequency Direction:
Correlation: Interpolation in frequency direction is the

dual problem of interpolation in time direction: The sampling
time corresponds to the frequency spacing of the
CTF samples, the bandwidth to the maximum delay

of the CIR [3]. In analogy to (3) an oversampling factor for
interpolation in frequency direction is derived as

(4)

The given frequency spacing allows interpolation only for chan-
nels with . If interpolation in time precedes inter-
polation in frequency direction, the resulting effective
allows interpolation even for the largest guard interval

. Since increases as decreases the quality of the
interpolation can be improved for short CIR’s compared to long
CIR’s if this a-priori information is taken into account in the es-
timator. Since is known it can be used as an upper bound for

. Note that matching the interpolator transfer function too
closely to the guard interval bears the risk of making the system
very vulnerable to timing errors or channel components outside
the guard interval.

Variance: Since interpolation in time precedes interpola-
tion in frequency, the variance of the noise process to be consid-
ered is the after interpolation in time direction.

Number/Pattern: In frequency direction symmetric inter-
polation can be applied. Fig. 3(b) shows the achievable gain
versus the interpolator length . (Note the initial gain of 2.5
dB due to the boosted pilots.)

As the results indicate, matching the estimators to the pre-
sumed channel length yields a significant performance gain. But
even for the smallest guard interval interpolation in frequency
alone will not be sufficient to reach the design goal of
dB. Optimizing the estimators with respect to the SNR yields no
significant additional gain. Hence fixed coefficients matched to
the highest expected SNR can be applied.

As for implementation complexity, the analysis above sug-
gests the following choices:

• For interpolation in time direction, a linear interpolator is
used. The complexity is dominated by the memory needed
to provide for the noncausal tap; this entails the storage of
3 additional OFDM symbols (3*6816 QAM symbols).
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• For interpolation in frequency direction, 12 coefficients
are used, resulting in 24 MAC’s per QAM symbol. Con-
sidering all possible modes of operation and the fact that
additional coefficient sets must be provided for the spec-
trum edges, a total of 128 coefficient sets is necessary.

B. Coarse Timing Synchronization

As derived in Part I and shown in Section II B of this part, the
proper selection of the FFT window has a major performance
impact on all post FFT algorithms. Therefore, it is most desir-
able to achieve good timing synchronization early in the acqui-
sition. Since there is no pre FFT training data,nondata-aided
(NDA) algorithms using pre FFT data are used. The task would
still be easy if it wasn’t for the impairments imposed by the (un-
known) frequency offset and channel. Due to these impairments
the only information that can be used is the knowledge of the
guard interval structure. Since the guard interval is the repetition
of a section of normal data, a coarse estimate can be obtained
by detecting this repetition.

Numerous approaches to this task are known. In [4] the stan-
dard approach of a simple correlation metric is compared to
MMSE and ML based algorithms. Under AWGN and moder-
ately dispersive conditions the more sophisticated algorithms
(MMSE and ML) show considerable performance gains. But in
ISI channels (in particular SFN) there is always a nonnegligible
probability of failure even for the most complex algorithms. A
mechanism for detection of such failures has to be implemented
that forces the timing synchronization to be repeated until a suf-
ficient accuracy is achieved.

The true design goal for coarse timing synchronization is not
to achieve the highest possible accuracy, but to meet the require-
ments of the following algorithms with a minimum number of
trials. This reasoning leads to the selection of the maximum cor-
relation metric [eq.(5)] which has minimal implementation cost
and sufficiently low probability of failure for typical scenarios:

(5)

Whereas (5) is tolerable to large frequency offsets, the poten-
tially large sampling frequency deviationsduring acquisition
must be considered. Typically timing deviations as large as
between the two samples ( apart) used for correlation have
to be taken into account. A possible solution to this problem is
to implement three correlators with delays of , and

. The outputs of all three correlators are then fed into
separate gliding windows that calculate the sum . A
single metric is derived from these three gliding window outputs
by taking the maximum of the three output values. The actual
timing estimate is then calculated by a maximum search over

metric values.
As far as the hardware complexity is concerned, the conju-

gate multiplication is the operation with the highest complexity.
However, the necessary wordlength can be reduced significantly
so that complexity is dominated by the delay line storing the
samples of a complete OFDM symbol.

C. Carrier and Sampling-Clock Synchronization

In this section, we consider the carrier frequency offset
and relative sampling frequency offset

(signal models see Part I), with and
the sampling duration offset and sampling frequency offset,
respectively. We distinguish between an “integer” carrier fre-
quency offset , being a multiple of the subcarrier spacing

, and a “fractional” carrier frequency offset being
responsible for subcarrier misalignment and thus ICI:

(6)

1) Frequency Synchronization Strategy:As outlined in the
last section of Part I, the objective of frequency sync is to es-
tablish subcarrier orthogonality as fast and accurately as pos-
sible (acquisition) and then maintain orthogonality as well as
possible at all times during online reception (tracking). How-
ever, a (pre- or post-FFT) OFDM frequency acquisition algo-
rithm alonecannot, in general, be both fast and sufficiently ac-
curate, because

• pre-FFT algorithms allow fast acquisition of thefractional
carrier frequency but no or very slow acquisition of

• post-FFT algorithms allow fast acquisition of theinteger
carrier frequency but, due to lack of orthogonality, ac-
quisition of is either quite complex or very slow.

Both fast and accurate acquisition can be attained by
adopting a multi-stage synchronization strategy, in particular,
two one-shot acquisition stages (one pre-FFT and the other
post-FFT), followed by tracking. In DVB-T, the data format
provides for post-FFT training (continual and/or scattered
pilots) but not for pre-FFT training. Hence, pre-FFT NDA
(nondata-aided) and post-FFT DA (data-aided) acquisition and
tracking algorithms are suitable. This leads to the following
frequency sync architecture in DVB-T reception:

1) pre-FFT NDA acquisition
2) post-FFT DA acquisition
3) post-FFT DA tracking , .

The control loops of the three-stage synchronization sub-
system operate on a per-OFDM-symbol basis. When the
carrier frequency detector (CFD) has generated an estimate
of and/or , carrier frequency correction is effectuate
by adjusting the I/Q mixer NCO shortly before the beginning
of the next (pre-FFT) OFDM symbol. Likewise, when the
sampling frequency detector (SFD) has generated an estimate
of , sampling frequency correction is done by adjusting the
resampling NCO shortly before the beginning of the next
(pre-FFT) OFDM symbol.

2) Pre-FFT Carrier Frequency Acquisition:Like coarse
timing sync, DVB-T pre-FFT frequency acquisition is based on
guard interval correlation. Disregarding ISI and sampling fre-
quency error for the moment, the received samples
[eq. (35) of Part I] show the same property except for a phase
rotation between guard and tail segments being proportional
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to the fractional carrier frequency offset . Guard interval
correlation samples thus become

(7)

Given these samples and the coarse timing window estimate
, the ML frequency estimate [5] becomes

(8)

An analysis of the estimation performance [6] shows that esti-
mation accuracy is largely dominated by self-noise. However,
the accuracy in the order of 1–2 percent is perfectly adequate
for the first sync stage.

3) Post-FFT Carrier Frequency Acquisition:In the pres-
ence of large offsets , the post-FFT signal
model (37) of Part I can be cast into the form

(9)

with

(10)

Thanks to pre-FFT acquisition, theresidual fractional offset
is small so that stage-2 estimation ICI noise [power

given by (41) of Part I] is also small. In essence, theth trans-
mitted subcarrier shows up at FFT output bin with index

. The spectral shift (subcarrier spacings) must now be
detected using the continual pilots located at certain sub-
carrier positions . The set of transmitted pilots

show up at the set of FFT output bins . The
translation can be found by exploiting that the transmitted
CP’s are both boosted in power (factor) and modulated by
time-invariant symbols. Correlating FFT output samples of two
consecutive OFDM symbols , then yields

otherwise
(11)

with the set of transmitted non-CP samples (TPS,
SP, QAM) appearing random at this stage.

Similar to the stage-1 ML algorithm, the correlation sam-
ples pertaining to a particular set are accumu-
lated, yielding a phasor . This is done for all , where
the search rangeis typically given by . The
maximum absolute value then yields the integer carrier fre-
quency estimate :

(12)

Considering small (residual) offsets and , a small-signal
statistical model of phasor [6] shows that, for relevant SNR’s
of 5 dB and above, the probability of false detection ( )
is very small.

4) Post-FFT Carrier and Sampling Frequency Tracking:In
tracking mode, only a small residual carrier frequency offset

remains. The sampling frequency offsetmay
initially be larger but within the tracking convergence range; in
steady-state tracking, both and are small.

The carrier (CFD) and sampling (SFD) frequency detectors
in post-FFT DA tracking are again based on post-FFT temporal
correlation:

(13)

[see (39) of Part I] with the subcarrier symbol
rotation.

The symbol rotation trajectory ,
(Fig. 6 of Part I) suggests a simple

CFD/SFD algorithm. Let denote the set of CP indices
in the left half and the set of CP
indices in theright half of the OFDM
spectrum. The CP’s are distributed equally in both halves of
the spectrum ( ), and accumulation of

in two parts leads to the CFD/SFD algorithm

(14)

[ denoting 1 for left and 2 for right half].
The (one-shot) CFD/SFD estimates , are then post-pro-

cessed by their own PI (proportional-integral) tracking loops.
The choice of loop parameters and for the car-

rier and sampling tracking loops, respectively, determines the
amount of residual ICI and thus the SNR loss. Using eq. (1)
and considering a safety margin of 6 times the error standard
deviation , the carrier frequency loop parameter must
satisfy

(15)

In DVB-T steady-state reception (quasi-static channel), a very
small maximum SNR loss of dB at all SNR results
for the choice and
in (2 k 8 k) mode.

Fig. 4 shows an example of carrier frequency tracking conver-
gence and steady-state behavior for DVB-T 2 k mode; one-shot
CFD offset estimates (SNR 10 dB) are also displayed for ref-
erence. Starting from a (relatively large) initial offset 0.1, con-
vergence is achieved after less than 50 symbols, and the steady-
state error remains small even at low SNR.
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Fig. 4. Post-FFT carrier frequency tracking performance.

The complexity of frequency synchronization is easily deter-
mined from the algorithms presented above. The preprocessing
part (continual pilot sample correlation) is dominant, while the
postprocessing tasks (generating estimates and control values)
are performed at a relatively low rate and can thus be mapped
onto area-efficient serial architectures.

D. Fine-Timing Synchronization

Since the mechanism used for coarse timing synchronization
is not able to provide the accuracy needed, a different effect must
be exploited to further refine the initial estimate. The algorithm
considered here requires that sampling and carrier frequency are
already synchronized. Hence fine timing will be the last task in
the acquisition process.

In [7] the following synchronization metric based on the max-
imum likelihood principle has been derived:

(16)

where is the set of subcarriers bearing scattered pilots and
is the transfer function of theeffective channelas in-

troduced in Part I. In order to support all modes of operation the
scattered pilots of four consecutive OFDM symbols are used.
All variables are functions of since they change as the cur-
rent FFT window position changes. Minimizing (16) with
respect to the trial window position yields an estimated
for the number of samples the window position has to be cor-
rected. If is matched to the guard interval as is the case
here, (16) can be further simplified to yield

(17)

Now maximizing will yield the estimate.While easy
to implement (the channel estimation unit is needed anyway),
both metrics suffer from a major drawback: the window position
is a pre-FFT parameter whereas the metric is generatedafter
the FFT. This results in an intolerably long acquisition time. An
alternative is to generate a fixed estimate of the CIR and to test
the trial positions by using a gliding window. Good results are
achieved with a simple rectangular window of length.

1) Properties of the Estimated CIR:An estimate for the CIR
can be obtained by applying an IFFT to the CTF samples
that are used for channel estimation. Using the scattered pilots of
four consecutive OFDM symbols a total of samples
are available. To provide a sufficiently accurate estimate a zero
padded IFFT of size must be used. The resulting estimated
CIR is sampled with a resolution of

(18)

and periodic with period . Due to this periodicity
the estimate is ambiguous. Fig. 5 depicts the situation for the
largest guard interval ( in 2 k mode). The CIR can
be as long as the guard interval which is equivalent to the first

samples of the estimate. If a large timing offset
remains after coarse timing, CIR components of a preceding
period can be shifted into the evaluation window, leading to an
erroneous result. To avoid an ambiguous CIR estimate the error
after coarse timing must satisfy

(19)

The case depicted in Fig. 5 yields a small . If this
limit is violated, advanced post-processing must be applied to
resolve the resulting ambiguity.

There are a lot of possibilities to derive the timing informa-
tion from the estimated CIR (i.e., detecting the “beginning” and
“end” of the CIR). However, the original metric (17) indicates
the optimum method: maximize the energy of the CIR estimate
within a sliding window of size for all trial positions within
the interval .

If the CIR is smaller than the guard interval there is no single
“correct” timing position. Consequently consecutive estimates
(i.e., in tracking mode) will not necessarily yield the same po-
sition. This raises the question of how the window position can
be corrected.

2) Timing Error Correction: Fine timing synchronization
will have two modes of operation: 1)Acquisition: correction
of the remaining offset after coarse timing correction. 2)
Tracking: correction of small changes (caused by the drift of
the sampling clock) during normal operation. Whereas the
first case is not critical (during acquisition no data must be
detected), in tracking mode the impact of the window position
on the effective channel must be kept in mind. The CTF
of the effective channel is related to the CTF of the actual
channel via the relation:

(20)

Consequently, a change in timing position bycauses strong
phase rotations. Since the channel estimator possesses a
memory, the resulting shifts in phase have to be compensated.
A simple method that avoids this compensation is to make use
of the window drift caused by a small deliberate sampling fre-
quency offset. If the sampling clock is slightly detuned, small
timing offsets can be corrected. To achieve this the sampling
frequency loop filter is modified by a correction (detuning)
value (see above). The correcting offsetwill bias the esti-
mator: Consequently even if its absolute value is much smaller
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Fig. 5. Ambiguity due to periodicity of CIR estimate. 2 k mode,N = 512.

Fig. 6. Performance of DVB-T receiver. DVB-T 2 k mode, “Rayleigh”
channel, 64-QAM rate= 2=3.

than the variance of the estimator, the accumulated (desired)
error slowly adapts the window position. Using a fixedthat
is considerably smaller than the allowable residual offset of the
sampling clock synchronization loop proves a good choice. In
this case the timing error correction unit simplifies to the rule:

for

for
(21)

The complexity of this unit is dominated by the 4 k IFFT needed
for CIR estimation. Since the timing changes slowly, speed is
not important. It may suffice to implement one FFT-butterfly so
that main concern again is the memory needed.

V. RECEIVER PERFORMANCE ANDCOMPLEXITY

Again we consider the case of 64 QAM with code-rate
2/3. Fig. 6 shows the receiver performance for the “Rayleigh”
channel with different (and different corresponding channel
estimators). The degradation ranges from 1.4 dB for the
largest to about 0.5 dB for the smallest. Although the
(unrealistic) goal of a 0.1-dB penalty is not met, the result is
surprisingly good if compared to systems like GSM. This is the
result of the system-inherent trade-off between training over-
head, projected receiver complexity and performance made in
this particular standard. The price—in terms of complexity—of

further improvement by more sophisticated channel estimation
is high, in particular for the 8-k mode.

A further measure of interest is the additional degradation
caused by the synchronization algorithms. Fig. 6 includes the
receiver performance with the complete synchronization chain
developed in the previous sections. The loop parameters are
chosen according to Section IV-C, with . Synchro-
nization is seen to have almost no influence on the performance.
Taking into account the well-known vulnerability of OFDM to
synchronization errors, this result is remarkable.

As far as complexity is concerned, the dominating compo-
nent is the 8 k-FFT. Second largest component is the channel
estimator with its symbol memory. The complexity of synchro-
nization algorithms turns out to be rather moderate, fine timing
synchronization being the most complex of the synchronization
algorithms. Nevertheless, if SFN scenarios are to be supported,
this effort must be spent.

VI. DISCUSSION ANDCONCLUSION

In this paper we have considered the systematic design of
inner receiver algorithms for OFDM-based transmission sys-
tems. Following the analysis in Part I, we have determined the
requirements on the receiver components. Taking into account
the frame structure of the DVB-T scenario, we have derived al-
gorithms with close-to-optimum performance while providing
robust and fast acquisition.

Against common belief, the performance of the receiver is
not limited by the achievable quality of synchronization but
rather by channel estimation, more specifically, its implemen-
tation complexity. The quality of channel estimation is deter-
mined by the (assumptions on) the maximum dispersion of the
channel. The resulting performance is between 0.5 dB for the
smallest, and 1.5 dB for the largest guard interval.

The complexity of the receiver is dominated by the 8 k FFT.
In comparison, the complexity of synchronization algorithms is
small. The second largest component is the channel estimation.
Allowing significantly more complexity for this component the
receiver performance could be further improved.
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