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1. In the figure below, the input {Ik} is i.i.d with E[Ik
2]=1 and P[Ik=+1]=1/2= P[Ik=-1]. The AWGN 

v(k) has variance σv
2=0.2 and E[Ik v(i)]=0 for all k,i. 

 
The channel G(z)=1-z-1+0.5 z-2 and the equalizer has an order equal to M. For the following situations, 
compute manually R, p, and eventually wopt=R-1p. 

a) M=2, d(k)=I(k) 
b) M=2, d(k)=I(k-1) 
c) M=2, d(k)=I(k-2) 
d) What is the Jmin in each of the above cases? 
e) Now, consider a Decision Feedback Equaliser (DFE) with M=2 taps in the feedforward section 

and 2 taps in the feedback section. For each of the cases in (a), (b), and (c), what will be the 
resultant R and p in this case?   

 
2. A real WSS process u[n] is to be filtered by a 2-tap estimator w such that E{y[n]|2} is 

minimized where y[n]=wTu[n], subject to wTg=1 where g =[1 -1] T. 
a) Given that r[0]=5, and r[1]=2, use the Lagrange multiplier technique to determine w. What is 

the value of the Lagrangian (constant)? 
b) Repeat part (a) with the alternative constraint wTw=1. Specify all values of w. 

 
3. Steepest Descent Algorithm (SDA) is used to find wo with r[0]=2,r[1]=(1+j)/√2=r*[-1] and 

p=[1+j 0]T. 
a) Determine the µ that can be used to provide fastest convergence while ensuring stability. 
b) Starting with w=[0 0]T and with µ from above, find vH[25]v[25] where v[n] = QH(w[n]-wo). 

       
4. Consider the following 7 measurements {u[k]} and the desired signal {d[k]} 

k 1 2 3 4 5 6 7 
u[k] 3 3 -3 -3 3 -3 3 
d[k] -2.9 5.1 -1.4 -4.9 1.3 -1 0.9 

a) Find the least squares estimate wLS = [w0 w1]T. 
b) Starting with P(0)=10I and wRLS (0)=[0 0]T find wRLS (3), P(3), and e(3)? 

     
5. Solve problems from “Adaptive filter theory ” by S.Haykin 3rd ed. 

i. pp. 533-535 (Ch 11): 1,2,3,8,9,10. 
ii. pp. 587-588 (Ch 13): 1,3,4,5,6. 

 



6. A uniform real i.i.d sequence {d[k]} with E{|d[k]|2}=1 is filtered by H(z)= 1-0.5z-1+(1/3) z-3 
and the resulting output is corrupted by a coloured noise which is a result of AWGN filtered by 
1+0.8z-1 to give the measurements {u[k]} where the variance of the AWGN is 0.25 and this 
AWGN is uncorrelated with {d[k]}. 

a) Find Ruu of size 3×3. 
b) Find a 3×1 p=E{u[k]d[k-Δ]} for (i)Δ=1,(ii)Δ=4. 

 
7.  In the figure below, the input {Ik} is i.i.d with E[Ik

2]=1 and P[Ik=+1]=1/2= P[Ik=-1]. The 
AWGN v(k) has variance σv

2=1 and E[Ik v(i)]=0 for all k,I, and the channel response G(z)=1/(1-
0.8z-1). If w is of order M=2, find wo for (a) σv

2=1, (b) σv
2=0.3 and (c) σv

2=0. 

 
8.  Given r(0)=3 and r(1)=r(-1)=1 and p=[1 0]T and SDA is used with µ=0.25. Starting with w0=0 
and order M=2 perform SDA iterations (Hint: cleverly !!) to find w[25]. Also find the µ which 
gives fastest convergence. 

 
9. Consider the figure used in Pbm.7 where we are interested in formulating the channel and the 
corresponding equalizer using LS estimators with the following measurements. 

k 1 2 3 4 5 6 7 
u[k] 1.2 -0.3 0.2 1.5 -0.4 0.1 0.9 
I[k] 1 -1 1 1 -1 1 -- 
Assume Δ=0 and I(k)=0 for n<1 and n>6. The channel has only 2 taps.  
(a) Find its LS estimate using the covariance formulation. Also find LS estimate of equalizer. 
Observing the convolution of the channel and equalizer, comment on a good choice of  the 
decoding delay Δ. 
(b) Repeat the above using instead the auto-correlation formulation for the LS estimate. 
 

10.  From “Fundamentals of Adaptive Filtering” by A.Sayed (soft-copy), solve the following 
problems (pp. 332-333): 
(i) Pbm. 6.1 on AR process  (ii)Pbm. 6.3  (iii) Pbms. 6.4 & 6.5 (Price’s Thm.), and (iv) Pbm. 6.6 
(Bussgang Thm.). 
 
(v) Consider the update equation for the sign-error LMS algorithm as given below 

w(n) = w(n-1) +  csgn[e*(n)]u(n)  
Using the result of Pbm. 6.4 and 6.5 from above, and assuming u(n) is Gaussian and e(n) and v(n) 
(the noise in the data model for d(n)) are jointly Gaussian, show that for the complex case, for step-
size sufficiently small the excess MSE can be approximated by 
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